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Abstract: Feature selection in medical records is necessary because the data usually contains 

many irrelevant features and noise. Electronic Health Record, abbreviated as EHR, makes it 

possible to analyze large amounts of medical data. A Genetic Algorithm is widely used for 

feature selection because it has the ability or potential for global optimization of the selected 

features. Genetic Algorithm-based methods include many iterations (generations) in the 

crossover process, and mutation can produce new individuals because the Genetic Algorithm 

adopts a fitness value to represent how ''good'' the resulting individual is. The problem with 

heuristic algorithms is those simple genetic algorithms are not for processing high-dimensional 

data. Genetic algorithms in solution search techniques always get local optimum solutions which 

can cause failure to obtain optimal solutions during random searches. From these limitations, 

developing and improving genetic algorithms for feature selection on clinical data is necessary. 

First, sort the features based on the feature evaluation criteria to exclude irrelevant features 

through the fitness process in the evaluation with the accuracy value of the Support Vector 

Machine calculation. This way reduces the number of features and results in optimal features. 

Then to get the optimal solution, it is necessary to optimize the subset features that have been 

selected using a machine learning algorithm that determines the best parameters using a genetic 

algorithm. 
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INTRODUCTION 

Genetic Algorithms are widely used for feature selection because they have the ability or 

potential for global optimization of the selected features (Dewan & Sharma, 2015; Ghorbani 

dkk, 2020; Kalinin dkk, 2018; Pawlovsky & Matsuhashi, 2017). Genetic Algorithm-based 

methods include many iterations (generations) in the process of crossover, and mutation can 

produce new individuals because the Genetic Algorithm adopts a fitness value to represent how 

''good'' the resulting individual (Duan dkk, 2021; Guo dkk, 2014). Each individual is evaluated 

through the stages of fitness. Calculation of fitness can be done with the MAE (Mean Absolute 

Error) technique stages (Guan dkk, 2017; Nguyen dkk, 2021), which is the output of the 

prediction model with a combination of specification features that act as model inputs (Dewan 

& Sharma, 2015; Liang dkk, 2020). 
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Research using genetic algorithms, the search technique carried out, namely sequence 

searches, can be divided into three categories such as forward search, reverse search and two-

way search (Dewan & Sharma, 2015; Ghorbani dkk, 2020; Majidnezhad, 2015; Nguyen dkk, 

2021). Time complexity is the optimization chosen based on the lowest, but the resulting subset 

of features only produces the locally optimal (Sun dkk, 2004), Random search can make the 

advantages of two methods; namely, The temporal complexity is lower than the global ideal but 

greater than the sequence search, and the best solution can be calculated. The genetic algorithm 

is a popular random search technique that has been and continues to be used in a variety of fields. 

(Guo dkk, 2014; Liang dkk, 2020; Luque dkk, 2011) presents a genetically based algorithm to 

perform simultaneous parameter selection and optimization for features from clinical data. The 

ideal global search, sequence search, and random search are the three types of search feature 

subsets and search algorithms. Global optimum tracking identifies a global subset of the original 

feature collection that is optimal. So far, only the whole method and the branch-and-bound 

(BBM) method have been implemented.(Peng dkk, 2021), It can attain global optimality, but is 

only useful in low-dimensional areas because to its high time complexity (Daniel, 2018; Zhaoke 

Huang dkk, 2019). 

Optimization algorithms such as genetic algorithms have been carried out effectively in 

medical records to optimize the required parameters. They optimize feature values or weights to 

improve the quality of features resulting from medical image extraction features to be measured 

accurately (Duan dkk, 2021). Genetic Algorithm-based methods are used in optimizing 

pathology clinical data features to evaluate features and reduce error rates in data classification 

and classification techniques using the Artificial Neural Networks algorithm (Majidnezhad, 

2015). Optimization technique by combining genetic algorithms and regularization approaches 

for feature selection in the formation of learning models for cancer classification data and gene 

selection, where this selection is for global optimization and regularization methods for local 

search (Zhengxing Huang dkk, 2018a). A genetic algorithm is used to optimize the 

hyperparameters of each classification algorithm which, using ensemble learning (Multistage 

ensemble learning) techniques, will choose the best accuracy value (Dhar, 2021). Research by 

combining the Genetic algorithm with other optimization algorithms is the GWO (grey wolf 

optimization) algorithm, where the method is used for feature selection and optimization of the 

MLP and SVM classification algorithms in clinical data (Multi-Layer Perceptron) (Daniel, 2018; 

Zhengxing Huang dkk, 2018b; Kamel dkk, 2019). 

Based on previous research (Daniel, 2018; Dhar, 2021; Duan dkk, 2021; Ghorbani dkk, 2020; 

Kamel dkk, 2019; X. Y. Liu dkk, 2018; Majidnezhad, 2015), There are still certain flaws in using 

genetic algorithms, such as heuristic algorithms, and simple genetic algorithms are not ideal for 

creating optimal features. If the data sought has a large number of characteristics and data 

volumes, local optimum solutions are always found in the solution search technique, which can 

lead to failure to find solutions (Liang dkk, 2020; Zeng dkk, 2021; Zhong dkk, 2021), problems 

in the accuracy of the accuracy results from combining the GA algorithm with other optimization 

algorithms as well as testing techniques with the selected classification algorithm. Issues in the 

field of medical records using genetic algorithms in optimizing still have limitations in producing 

optimal features and the specified algorithm related to the relatively small number of features 

and instances due to the random determination of the population still in the local optimum and 

the time required in the optimization process(Duan dkk, 2021). It is necessary to review the 

testing of the optimal features, and from the testing stage, it affects the accuracy and time results 

if the dataset used is changed (Duan dkk, 2021). Another limitation is the problem of determining 

the optimum solution generated by the genetic algorithm as well as the time performance for 

selecting optimal features, the dataset size and features with noise (Ghorbani dkk, 2020; 

Majidnezhad, 2015).  

The development of methods to handle feature optimization is quite open to being carried 

out, one of which is the development of genetic algorithms as criteria for determining features 

that are expected to produce optimal features in their formation and stages in optimizing the 

parameters of the SVM algorithm (Kamel dkk, 2019; Le dkk, 2021; Rojas-Dominguez dkk, 

2017) namely C (complexity) and Gamma, determined by genetic algorithms and the evaluation 
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stage of the proposed model. 

Medical records contain a variety of data kinds, ranging from structured data like prescription 

dates and doses to unstructured data like clinical narratives that explain the medical reasons for 

the medical record paperwork (Alharthi, 2018; Jensen dkk, 2012; Roque dkk, 2011). The 

relationship between structured and unstructured data can be seen in Figure 1 below. 

Intelligent optimizations such as grey wolf optimization (GWO), particle swarm optimization 

(PSO), and genetic algorithm (GA) have been carried out effectively in medical record data 

where some optimization for parameters is require (Gong dkk, 2019; Guo dkk, 2014; Kamel 

dkk, 2019; Nguyen dkk, 2021; Sakri dkk, 2018). 

 
Figure 1. Electronic health record content (Jensen dkk, 2012) 

 

Ghorbani (Ghorbani dkk, 2020) The method proposed in feature selection using a Genetic 

Algorithm to optimize unbalanced data features and tested with ensemble learning algorithms 

on private ICU hospital datasets resulted in an accuracy of 82.52%; only in this study there was 

no optimization of the parameters used in ensemble learning in testing the optimal features. 

Majidnezhad (Majidnezhad, 2015) proposes optimization using a genetic algorithm (GA) to 

optimize the features of pathological clinical data to evaluate features and reduce the error rate 

in data classification and classification techniques using the ANN algorithm. They were used so 

that it can seem complicated to optimize features. X.Y. Liu(X. Y. Liu dkk, 2018) proposes an 

optimization technique by combining genetic algorithm and regularization approach for feature 

selection in the formation of learning models for cancer classification data and gene selection 

where this selection for global optimization and regularization method used for local search of 

this study requires high computational time. Dhar (Dhar, 2021) proposes a feature optimization 

technique with a 2 (two) stage strategy.  

The first stage is to determine the optimal features with 8 (eight) Machine Learning 

algorithms for classification accuracy in fitness values. The second stage combines the results 

of the optimal features into the learning ensemble and is selected based on the classification 

weight value. T.Minh.Le (Le dkk, 2021) proposes the PSO (Particle Swarm Intelligence) and 

GWO (grey wolf optimization) algorithm technique where the method is used to optimize the 

data features of diabetes medical records and optimize the Multi-Layer Perceptron classification 

algorithm. Daniel (Daniel, 2018) Research by combining the Genetic Algorithm with other 

optimization algorithms, namely the GWO (grey wolf optimization) algorithm for optimizing 

the feature value coefficients of medical record images by updating the position (distance) using 

a genetic algorithm to produce the optimum work. S.B. Sakri (Sakri dkk, 2018) proposed a breast 

cancer feature optimization technique with the Particle Swam Optimization algorithm, which 

then tested the results with a classification algorithm, namely nave Bayes, REPTree and KNN. 

Kamel (Kamel dkk, 2019) proposes optimization techniques for breast cancer features with Gray 

Wolf Optimization and improves accuracy with the Support Vector Machine classification 

algorithm. 

 

METHODS 

This study proposes developing a genetic algorithm to optimize medical record features 

and parameters for the Support Vector Machine algorithm that will be used to test the optimized 

features. The search process to find the best feature subset in the genetic algorithm is determined 
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by the fitness value (Chen dkk, 2021; Xiong dkk, 2019) from the calculation of accuracy using 

the SVM algorithm (Soguero-Ruiz dkk, 2016). The following is a diagram of the feature subset 

determination process and feature optimization using genetic algorithms and SVM parameter 

optimization, as shown in Figure 2 the proposed model approach. 
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Figure 2. Proposed Method 

 

RESULTS AND DISCUSSION 

Based on the proposed model, the following steps can be explained: 

 

Data Preprocessing 

This stage must be completed in order to avoid the establishment of ineffective rules and 

patterns. Use a normalization approach, such as the min-max technique, to eliminate repeated 

data at this step. The data was then split into two groups: training and testing. The remaining 

20% (samples) were chosen at random for the test group, while the remaining 80% (samples) 

were distributed at random for training. The following is Eqs 1. Min – Max Normalization 

(Louridi dkk, 2021; Swamynathan, 2017). 
 

𝑋[: , 𝑖] =  
𝑥[:,𝑖]−min (𝑥[:,𝑖])

max(x[:.𝑖])−min (𝑥[:,𝑖])
     (1) 

 

Where X represents a dataset that has a number of data rows and columns of features, while x[:.i] 

represents feature i. 

 

Feature Optimization with Genetic Algorithms 

This stage develops a genetic algorithm for determining population initialization, 

calculating fitness, cross-over and mutation of each feature (individual). This stage applies a 

machine learning algorithm, namely the SVM (Support Vector Machine) algorithm, to determine 

the score of each feature. Population initialization is generated randomly based on the length of 

the feature to be optimized (Guo dkk, 2014; Sun dkk, 2004)(Sun dkk, 2004). Determination of 

the weight value in the fitness calculation can be used to determine the critical importance of the 

feature (Y. Liu dkk, 2011). Standard Deviation can be used to determine the best feature 

selection (Prasetiyowati dkk, 2021). They determine the proposed fitness value by combining 

the weight value, classification accuracy and standard deviation value. 
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𝑤𝑖 =
𝐹(𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐹𝑆𝑖))

𝐹(𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐹𝑆𝑘))
  (2) 

 

Where 𝑤𝑖 is the weight value of the feature, 𝐹(𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐹𝑆𝑖)) is a function to calculate 

the accuracy of feature selection and 𝐹(𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐹𝑆𝑘)) is a function to calculate the accuracy 

of all features.  

  

𝑆 =  √
𝑛 ∑ 𝑥𝑖

2𝑛
𝑖=1 −(∑ 𝑋𝑖

𝑛
𝑖=1 )2  

𝑛(𝑛−1)
        (3) 

 

After obtaining the weight values, accuracy and standard deviation values, to determine 

the fitness value using a combination of the formulas eq 2 and 3. 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖 = 𝑤𝑖 +  𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦
𝑖

+ 𝑆         (4) 

 

Where 𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖 is the fitness value of the population, 𝑤𝑖 is the weighted value of the 

subset features, 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖  is the accuracy value of the feature subset and S is the standard 

deviation value of the data. The crossover process in this study uses the technique of replacing 

all parents with all offspring if the offspring's fitness value is greater than the parent's fitness 

(locally elite replacement)(Ashlock, n.d.). The crossover process must ensure that the solution 

is still in the solution space (Luque dkk, 2011) like eqs 5. 

 

𝐼𝑛𝑑𝑖𝑣𝑖𝑑𝑢(𝐾) ∈ 𝑆      (5) 

 

Mutation determination is used because operators in genetic algorithms change certain 

genes of a chromosome. Mutations used by changing the value of a gene at a certain position 

(Ahn, 2006). Elite is used to maintain the fitness value (Guan dkk, 2017; Xiong dkk, 2019)The 

elitist proposed to retain the fitness value is placed in the position of the following population 

determination as shown in Figure 4. Elite genetic algorithm. 
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Figure 3. Proposed Elitist 

 

Optimization of SVM Parameters with Genetic Algorithms 

This stage is to perform the parameter optimization of the SVM algorithm with a genetic algorithm 

where the initialization of the population is obtained from the feature selection results and applies the 

KFold function (Zhenya & Zhang, 2021) in finding the optimal solution to these parameters. This stage 

will test the gamma parameter because the gamma value affects the learning speed. The higher the gamma 
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value, the faster the learning and achieving convergence. But if the gamma value is too large, it will cause 

the optimal gamma accuracy value to be missed. It will cause a decrease in accuracy when testing the C 

parameter (complexity). This parameter influences minimizing the error value in the classification 

process (Rojas-Dominguez dkk, 2017).  The optimum hyperplane is found using SVM, which maximizes 

the distance between classes. A hyperplane is a function that can be used to separate groups  (Kendale 

dkk, 2018; Rojas-Dominguez dkk, 2017). Figure 5 Hyperplane, which illustrates the illustration of a 

hyperplane in SVM (Yala dkk, 2017) as well as figure 6. determination of GA-SVM parameter values. 

 

 
Figure 4. Hyperplane SVM (Yala dkk, 2017) 
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Figure 5. Proposed GA-SVM 

 

The results of the trial process of the feature optimization model should be assessed against 

a series of criteria to evaluate the performance of the proposed method. Expressed in Eqs. 4 to 8 

sets of criteria are used to carry out the evaluation. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (4) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (5) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝐹𝑃+𝑇𝑁
   (6) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
    (7) 

 

𝑭𝒎𝒆𝒂𝒔𝒖𝒓𝒆 =  
𝟐∗𝑹𝒆𝒄𝒂𝒍𝒍∗𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏+𝑹𝒆𝒄𝒂𝒍𝒍
  (8) 

 

CONCLUSION 

The proposed method aims to produce optimal features of medical record classification 

with the initial stage of having optimal features from the medical record classification dataset, 

where the results obtained will be used to go to the next step, namely determining the best 

parameters c and gamma parameters in the Support Vector Machine algorithm which aims to in 

increasing the value of accuracy better classified medical records. In the following research 

stage, data will be compiled, including the classification of medical records used to test the 

proposed optimal feature method and compared with the results of previous studies (state-of-

the-art). 
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