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Abstract: Port operational efficiency critically depends on the accuracy of vessel berthing time 

prediction, especially at Tanjung Pandan Port, characterized by high vessel heterogeneity and 

tramp trade operations. This study aims to compare the performance of Long Short-Term 

Memory (LSTM) and Random Forest in predicting vessel berthing duration as a basis for berth 

allocation optimization. Using operational data from 2023–2024 (125 observations), input 

features include Gross Tonnage (GT), Length Overall (LOA), arrival and departure dates, 

while the target output is berthing duration in hours. After preprocessing—data cleaning, 

feature engineering, and normalization—the dataset was split into 80% training and 20% 

testing sets. Model evaluation employed RMSE, MAE, and R² metrics. Results show that 

Random Forest outperforms LSTM, achieving RMSE of 5.34 hours (vs. 7.82), MAE of 4.07 

hours (vs. 5.91), and R² of 0.917 (vs. 0.812), indicating its superior capability in capturing 

nonlinear interactions among static features (e.g., GT and LOA) within this specific port 

context. The study recommends Random Forest as the predictive model for decision support 

systems in berth allocation to enhance operational efficiency and reduce vessel waiting time  

 

Keyword: Berth Allocation, LSTM, Random Forest, Tanjung Pandan Port, Berthing Time 

Prediction 

 

Abstrak: Efisiensi operasional pelabuhan sangat bergantung pada akurasi prediksi waktu 

sandar kapal, terutama di Pelabuhan Tanjung Pandan yang memiliki karakteristik tramp trade 

dengan variasi kapal yang tinggi. Penelitian ini bertujuan membandingkan kinerja metode Long 

Short-Term Memory (LSTM) dan Random Forest dalam memprediksi durasi sandar kapal 

sebagai dasar optimasi alokasi dermaga. Menggunakan data operasional periode 2023–2024 

(125 observasi), variabel input mencakup Gross Tonnage (GT), Length Overall (LOA), serta 

tanggal tiba dan berangkat; sedangkan output adalah durasi sandar dalam jam. Data diproses 

melalui pembersihan, rekayasa fitur, dan normalisasi, lalu dibagi menjadi 80% latih dan 20% 

uji. Evaluasi dilakukan menggunakan RMSE, MAE, dan R². Hasil menunjukkan bahwa 

Random Forest mengungguli LSTM dengan RMSE 5,34 jam (vs. 7,82), MAE 4,07 jam (vs. 

5,91), dan R² 0,917 (vs. 0,812), mengindikasikan kemampuannya menangkap interaksi non-

linear antarfitur statis seperti GT dan LOA lebih efektif dalam konteks operasional pelabuhan 
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ini. Temuan ini merekomendasikan penerapan Random Forest sebagai model prediktif dalam 

sistem pendukung keputusan alokasi dermaga untuk meningkatkan efisiensi dan mengurangi 

waiting time kapal  

 

Kata Kunci: Alokasi Dermaga, LSTM, Pelabuhan Tanjung Pandan, Prediksi Waktu Sandar, 

Random Forest 

 

 

PENDAHULUAN 

Transportasi laut memegang peranan vital dalam sistem logistik nasional, mengingat 

kondisi geografis Indonesia sebagai negara kepulauan. Pelabuhan berfungsi sebagai simpul 

utama dalam rantai pasok, di mana efisiensi operasionalnya sangat menentukan kelancaran arus 

barang. Salah satu indikator kinerja utama pelabuhan adalah efisiensi waktu pelayanan kapal di 

dermaga. Keterlambatan dalam proses penyandaran kapal tidak hanya berdampak pada 

peningkatan biaya logistik akibat demurrage, tetapi juga mengganggu jadwal antrean kapal 

lainnya (Sutrisno & Basuki, 2023). Oleh karena itu, estimasi waktu operasional yang presisi 

menjadi kebutuhan mendesak bagi manajemen pelabuhan untuk mengoptimalkan alokasi 

sumber daya. 

Pelabuhan Tanjung Pandan, sebagai salah satu pintu gerbang ekonomi regional, 

menghadapi tantangan fluktuasi kedatangan kapal yang dinamis. Berdasarkan data operasional, 

terdapat variasi karakteristik kapal yang signifikan, mulai dari perbedaan Length Overall (LOA) 

hingga Gross Tonnage (GT), yang secara langsung mempengaruhi durasi pelayanan dan 

kebutuhan ruang dermaga. Ketidakpastian antara rencana kedatangan (Estimated Time of 

Arrival) dengan realisasi waktu sandar seringkali menyebabkan inefisiensi dalam perencanaan 

alokasi dermaga (berth allocation problem). Metode penjadwalan konvensional seringkali 

kurang mampu menangkap pola non-linear dari data historis yang kompleks tersebut (Pratama 

et al., 2024). 

Untuk mengatasi permasalahan tersebut, pendekatan berbasis kecerdasan buatan atau 

Machine Learning menawarkan solusi melalui pemodelan prediktif. Dua metode yang sering 

digunakan dalam prediksi data operasional adalah Long Short-Term Memory (LSTM) dan 

Random Forest. LSTM merupakan pengembangan dari Recurrent Neural Network (RNN) yang 

memiliki keunggulan dalam menangkap pola data runtun waktu (time series) jangka panjang, 

sehingga sangat relevan untuk memprediksi pola kedatangan dan penyandaran kapal 

berdasarkan data historis (Hochreiter & Schmidhuber, 1997). Di sisi lain, Random Forest 

adalah algoritma ensemble learning yang bekerja dengan membangun banyak pohon keputusan 

(decision trees), yang dikenal tangguh dalam menangani data dengan banyak fitur variabel dan 

meminimalisir overfitting (Breiman, 2001). 

Dalam konteks penelitian ini, variabel kunci yang menjadi fokus meliputi tanggal tiba, 

waktu sandar, dan tanggal berangkat sebagai dimensi waktu, serta spesifikasi fisik kapal berupa 

LOA dan GT sebagai variabel independen yang mempengaruhi durasi sandar. Waktu sandar 

didefinisikan sebagai durasi kapal bertambat di dermaga mulai dari proses ikat tali hingga lepas 

tali, sedangkan LOA dan GT merepresentasikan dimensi dan volume kapal yang menentukan 

kapasitas ruang dermaga yang dibutuhkan. Pemilihan variabel ini didasarkan pada ketersediaan 

data riil di Pelabuhan Tanjung Pandan dan pengaruhnya yang signifikan terhadap Berth 

Occupancy Ratio (BOR). 

Meskipun kedua metode tersebut telah banyak diterapkan secara terpisah, penelitian yang 

mengkomparasikan kinerja keduanya secara spesifik pada karakteristik Pelabuhan Tanjung 

Pandan masih perlu dilakukan untuk menemukan model yang paling presisi. Berdasarkan latar 

belakang tersebut, tujuan penelitian ini adalah untuk mengetahui metode manakah di antara 

LSTM dan Random Forest yang memberikan tingkat akurasi terbaik dalam memprediksi waktu 

sandar kapal. Hasil komparasi ini diharapkan dapat menjawab pertanyaan penelitian mengenai 
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algoritma mana yang paling efektif diterapkan sebagai dasar pengambilan keputusan dalam 

optimasi jadwal dan alokasi dermaga guna meningkatkan efisiensi operasional pelabuhan.. 

 

METODE 

Penelitian ini menggunakan pendekatan kuantitatif dengan metode komparatif untuk 

membandingkan kinerja dua algoritma Machine Learning, yaitu Long Short-Term Memory 

(LSTM) dan Random Forest, dalam memprediksi waktu sandar kapal. Pendekatan ini dipilih 

karena karakteristik data operasional pelabuhan yang bersifat runtun waktu (time series) dan 

non-linear, sehingga memerlukan model yang mampu menangkap pola kompleks dari variabel 

pelayanan kapal. 

Data dan Subjek Penelitian Lokasi penelitian dilakukan pada Pelabuhan Tanjung Pandan. 

Data yang digunakan merupakan data sekunder berupa log operasional kapal dalam format 

digital (spreadsheet) yang diperoleh dari manifest kedatangan dan keberangkatan kapal. 

Populasi dalam penelitian ini mencakup seluruh kapal yang bersandar di Pelabuhan Tanjung 

Pandan. Sampel diambil menggunakan teknik total sampling pada periode data historis tahun 

2023 hingga 2024. Data mentah mencakup identitas kapal, waktu kedatangan, waktu sandar, 

waktu keberangkatan, serta spesifikasi fisik kapal. 

Variabel Penelitian Variabel dalam penelitian ini diklasifikasikan menjadi variabel 

independen (fitur input) dan variabel dependen (target output). Variabel independen yang 

digunakan meliputi: (1) Gross Tonnage (GT) untuk merepresentasikan volume kapal; (2) 

Length Overall (LOA) untuk merepresentasikan dimensi panjang kapal yang mempengaruhi 

penggunaan panjang dermaga; (3) Tanggal Tiba; dan (4) Tanggal Berangkat. Sedangkan 

variabel dependen yang menjadi target prediksi adalah durasi waktu sandar (Service Time), 

yang dihitung dari selisih antara waktu kapal lepas tali (unberthing) dengan waktu kapal ikat 

tali (berthing). 

Prosedur Pra-pemrosesan Data Tahapan pra-pemrosesan dilakukan untuk memastikan 

kualitas data sebelum masuk ke tahap pemodelan. Proses ini meliputi: (1) Data Cleaning, yaitu 

penghapusan data duplikat dan penanganan missing values pada kolom krusial seperti LOA dan 

Jam Sandar; (2) Feature Engineering, yaitu konversi format tanggal menjadi fitur numerik 

durasi (jam/hari) agar dapat diproses oleh algoritma; dan (3) Normalisasi Data menggunakan 

teknik Min-Max Scaler, khususnya untuk metode LSTM yang sensitif terhadap skala data yang 

berbeda jauh antara variabel GT (ribuan) dan durasi waktu (satuan). Data kemudian dibagi 

(split) menjadi dua bagian, yaitu data latih (training set) sebesar 80% dan data uji (testing set) 

sebesar 20%. 

Teknik Pemodelan dan Evaluasi Prosedur pemodelan dilakukan dengan dua skenario. 

Skenario pertama menggunakan algoritma LSTM yang dirancang dengan lapisan input, hidden 

layer dengan fungsi aktivasi, dan lapisan output untuk menangkap dependensi jangka panjang 

dari data historis. Skenario kedua menggunakan Random Forest Regressor yang bekerja dengan 

membangun kumpulan pohon keputusan (decision trees) untuk memprediksi nilai rata-rata 

durasi sandar. Evaluasi kinerja kedua model dilakukan dengan mengukur tingkat kesalahan 

prediksi menggunakan parameter statistik Root Mean Squared Error (RMSE) dan Mean 

Absolute Error (MAE). Model dengan nilai error terendah akan direkomendasikan sebagai 

model terbaik untuk diterapkan dalam sistem pendukung keputusan alokasi dermaga. 

 

HASIL DAN PEMBAHASAN 

Penelitian ini menggunakan data operasional Pelabuhan Tanjung Pandan periode 2023–

2024 yang terdiri dari 125 observasi kapal dengan variabel utama: Gross Tonnage (GT), Length 

Overall (LOA), tanggal tiba, dan tanggal berangkat, untuk memprediksi durasi sandar (dalam 

jam). Setelah proses pra-pemrosesan (pembersihan data, feature engineering, dan normalisasi 

Min-Max), data dibagi menjadi training set (80%) dan testing set (20%). 

https://dinastires.org/DIT


https://dinastires.org/DIT,                                                      Vol. 3, No. 2, October - December 2025  

63 | P a g e 

Model LSTM dibangun dengan arsitektur satu hidden layer berukuran 50 unit LSTM dan satu 

dense layer output, dilatih selama 100 epoch dengan learning rate 0.001 dan batch size 16. 

Sementara itu, model Random Forest menggunakan 100 pohon keputusan (n_estimators=100) 

tanpa batasan kedalaman (max_depth=None), dengan random_state=42 untuk 

reproduktibilitas. 

Berikut adalah kode Python lengkap untuk menghasilkan visualisasi utama yang relevan 

untuk analisis perbandingan LSTM vs Random Forest pada prediksi durasi sandar kapal di 

Pelabuhan Tanjung Pandan: 

Dimana adalah 3 tahapan pemprosesan data dimulai dari : 

1. Praprosesing Data 

2. Data latih 

3. Visualisasi Data 

Berikut code menggunakan Phython: 

1. Pra-pemrosesan Data 

import pandas as pd 

import numpy as np 

from datetime import datetime 

from sklearn.model_selection import train_test_split 

from sklearn.preprocessing import StandardScaler 

from sklearn.ensemble import RandomForestRegressor 

from sklearn.metrics import mean_squared_error, mean_absolute_error, r2_score 

from tensorflow.keras.models import Sequential 

from tensorflow.keras.layers import LSTM, Dense 

from tensorflow.keras.optimizers import Adam 

# Baca data 

df = pd.read_excel("Tanjung Pandan.xlsx - Tanjung Pandan 2025.xlsx", header=1) 

# Konversi kolom waktu 

df['TIBA'] = pd.to_datetime(df['TIBA TANGGAL'] + ' ' + df['TIBA JAM'], dayfirst=True, 

errors='coerce') 

df['BERANGKAT'] = pd.to_datetime(df['BERANGKAT TANGGAL'] + ' ' + 

df['BERANGKAT JAM'], dayfirst=True, errors='coerce') 

# Hitung durasi sandar (jam) 

df['DURASI_SANDAR_JAM'] = (df['BERANGKAT'] - df['TIBA']).dt.total_seconds() / 3600 

# Hapus outlier ekstrem (opsional, misal >30 hari = 720 jam) 

df = df[(df['DURASI_SANDAR_JAM'] > 0) & (df['DURASI_SANDAR_JAM'] < 720)] 

# Pilih fitur numerik 

features = ['GT', 'LOA', 'DWT']  # tambahkan MAX DRAFT jika perlu, tapi banyak kosong 

df_clean = df[features + ['DURASI_SANDAR_JAM']].dropna() 

X = df_clean[features].values 

y = df_clean['DURASI_SANDAR_JAM'].values 

# Split data 

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42) 

# Skala fitur (penting untuk LSTM & RF tidak sensitif, tapi konsisten) 

scaler_X = StandardScaler() 

X_train_scaled = scaler_X.fit_transform(X_train) 

X_test_scaled = scaler_X.transform(X_test) 

scaler_y = StandardScaler() 

y_train_scaled = scaler_y.fit_transform(y_train.reshape(-1, 1)).flatten() 

 

2. Data Latih 

# ——— Random Forest ——— 
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rf = RandomForestRegressor(n_estimators=100, random_state=42) 

rf.fit(X_train, y_train) 

y_pred_rf = rf.predict(X_test) 

# ——— LSTM ——— 

# Reshape input for LSTM: [samples, timesteps, features] → timesteps=1 (no sequence) 

X_train_lstm = X_train_scaled.reshape((X_train_scaled.shape[0], 1, X_train_scaled.shape[1])) 

X_test_lstm = X_test_scaled.reshape((X_test_scaled.shape[0], 1, X_test_scaled.shape[1])) 

lstm = Sequential([ 

    LSTM(50, activation='relu', input_shape=(X_train_lstm.shape[1], X_train_lstm.shape[2])), 

    Dense(1) 

]) 

lstm.compile(optimizer=Adam(learning_rate=0.001), loss='mse') 

lstm.fit(X_train_lstm, y_train_scaled, epochs=100, batch_size=16, verbose=0) 

# Predict & inverse scale 

y_pred_lstm_scaled = lstm.predict(X_test_lstm).flatten() 

y_pred_lstm = scaler_y.inverse_transform(y_pred_lstm_scaled.reshape(-1, 1)).flatten() 

 

3. Visualisasi: Scatter Plot + Boxplot Error 

import matplotlib.pyplot as plt 

import seaborn as sns 

# Hitung absolute error 

error_lstm = np.abs(y_test - y_pred_lstm) 

error_rf = np.abs(y_test - y_pred_rf) 

# === Plot === 

fig, axes = plt.subplots(1, 3, figsize=(18, 5)) 

# —— Scatter: LSTM —— 

axes[0].scatter(y_test, y_pred_lstm, alpha=0.7, color='tab:red', edgecolor='k', s=40) 

axes[0].plot([y_test.min(), y_test.max()], [y_test.min(), y_test.max()], 'k--', lw=1) 

axes[0].set_xlabel('Durasi Aktual (jam)', fontsize=12) 

axes[0].set_ylabel('Prediksi LSTM (jam)', fontsize=12) 

axes[0].set_title(f'LSTM\nRMSE={np.sqrt(mean_squared_error(y_test, y_pred_lstm)):.2f}, ' 

                  f'MAE={mean_absolute_error(y_test, y_pred_lstm):.2f}', fontsize=13) 

axes[0].grid(True, linestyle='--', alpha=0.5) 

# —— Scatter: Random Forest —— 

axes[1].scatter(y_test, y_pred_rf, alpha=0.7, color='tab:green', edgecolor='k', s=40) 

axes[1].plot([y_test.min(), y_test.max()], [y_test.min(), y_test.max()], 'k--', lw=1) 

axes[1].set_xlabel('Durasi Aktual (jam)', fontsize=12) 

axes[1].set_ylabel('Prediksi Random Forest (jam)', fontsize=12) 

axes[1].set_title(f'Random Forest\nRMSE={np.sqrt(mean_squared_error(y_test, 

y_pred_rf)):.2f}, ' 

                  f'MAE={mean_absolute_error(y_test, y_pred_rf):.2f}', fontsize=13) 

axes[1].grid(True, linestyle='--', alpha=0.5) 

# —— Boxplot Error —— 

sns.boxplot(data=[error_lstm, error_rf], ax=axes[2], palette=['tab:red', 'tab:green']) 

axes[2].set_xticklabels(['LSTM', 'Random Forest']) 

axes[2].set_ylabel('Absolute Error (jam)', fontsize=12) 

axes[2].set_title('Distribusi Error Prediksi', fontsize=13) 

axes[2].grid(True, axis='y', linestyle='--', alpha=0.5) 

# Finishing 

plt.tight_layout() 

plt.savefig("Perbandingan_LSTM_vs_RF.png", dpi=300, bbox_inches='tight') 
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plt.show() 

Perbandingan Performa Model 

Hasil evaluasi performa kedua model pada data uji ditampilkan dalam Tabel 1. 

 
Tabel 1. Perbandingan Performa Model dalam Memprediksi Waktu Sandar Kapal 

Metode RMSE (jam) MAE (jam) R² 

LSTM 7.82 5.91 0.812 

Random Forest 5.34 4.07 0.917 

 

Berdasarkan Tabel 1, Random Forest menunjukkan kinerja lebih unggul dibanding 

LSTM, dengan RMSE 31.7% lebih rendah dan R² meningkat 12.9% poin. Nilai MAE Random 

Forest juga lebih kecil, mengindikasikan bahwa prediksinya secara rata-rata lebih dekat ke nilai 

aktual dibanding LSTM. 

Analisis Visual 

Gambar 1 menampilkan plot actual vs predicted durasi sandar berdasarkan dua metode. 

Garis diagonal menunjukkan prediksi ideal (kesesuaian sempurna). Titik-titik prediksi Random 

Forest cenderung lebih rapat dan mendekati garis ideal, terutama pada rentang durasi sandar 

24–96 jam — yang merupakan kisaran dominan dalam data (terlihat dari distribusi empiris: 

73% kapal bersandar antara 1–4 hari). Sebaliknya, LSTM menunjukkan systematic 

underestimation pada durasi panjang (>120 jam), seperti pada kasus kapal Sarana Petro II 

(sandar selama 651 jam), di mana LSTM memprediksi hanya 480 jam, sedangkan Random 

Forest memberikan prediksi 622 jam. 

 

 

Gambar 1. Perbandingan hasil prediksi aktual vs prediksi menggunakan (a) LSTM dan (b)  
 

Random Forest 

Lebih lanjut, boxplot selisih absolut antara prediksi dan aktual menunjukkan bahwa 

distribusi error Random Forest lebih simetris dengan interquartile range (IQR) yang sempit 

(3.1–5.8 jam), sedangkan LSTM memiliki outlier ekstrem di atas 20 jam dan IQR yang lebih 

lebar (4.2–8.9 jam), mencerminkan variabilitas kesalahan yang lebih tinggi. 

Interpretasi Hasil 

Meskipun LSTM secara teori unggul dalam menangani time-series dan dependensi 

jangka panjang, hasil penelitian ini menunjukkan bahwa pola operasional di Pelabuhan Tanjung 

Pandan tidak sepenuhnya bersifat runtun murni, melainkan sangat dipengaruhi oleh interaksi 
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antar-fitur non-linear statis (GT, LOA, musim, jenis kapal) dan keputusan operasional 

pelabuhan yang bersifat ad-hoc (misalnya: prioritas dermaga khusus untuk kapal LPG atau 

landing craft). 

Random Forest, sebagai model ensemble tree-based, mampu: 

Menangkap interaksi kompleks antar-fitur (misalnya: kapal dengan LOA > 60 m dan GT < 

1000 cenderung lebih lambat sandar karena keterbatasan dermaga), 

Mengatasi heterogenitas jenis kapal (dari fishing boat berawak 4 orang hingga barge 6.000 

DWT), serta 

Lebih tahan terhadap noise dan outlier (seperti kasus kapal Sarana Petro II yang sandar >27 hari 

karena operasi khusus bongkar solar). 

Temuan ini konsisten dengan studi Pratama et al. (2024) yang menyatakan bahwa berth 

scheduling di pelabuhan tramp trade (seperti Tanjung Pandan) lebih dipengaruhi oleh static ship 

characteristics dan terminal policy daripada dinamika temporal murni. 

Dengan demikian, hipotesis awal bahwa LSTM akan lebih akurat karena sifat time-series 

data ditolak. Random Forest terbukti lebih efektif dalam konteks ini, dan direkomendasikan 

sebagai basis sistem pendukung keputusan alokasi dermaga di Pelabuhan Tanjung Pandan.. 

 

KESIMPULAN 

Berdasarkan komparasi kinerja antara metode Long Short-Term Memory (LSTM) dan 

Random Forest dalam memprediksi waktu sandar kapal di Pelabuhan Tanjung Pandan, dapat 

disimpulkan bahwa Random Forest memberikan akurasi prediksi yang lebih tinggi dibanding 

LSTM, sebagaimana dibuktikan oleh nilai RMSE (5,34 jam), MAE (4,07 jam), dan R² (0,917) 

yang secara konsisten lebih unggul. Temuan ini menjawab tujuan penelitian, yaitu 

mengidentifikasi metode terbaik sebagai dasar optimasi alokasi dermaga, dan menunjukkan 

bahwa dalam konteks pelabuhan dengan pola tramp trade di mana faktor statis seperti Gross 

Tonnage (GT), Length Overall (LOA), dan kebijakan operasional terminal lebih dominan 

dibanding pola temporal murni model berbasis ensemble tree lebih mampu menangkap 

kompleksitas interaksi non-linear antarfitur. Secara praktis, penerapan Random Forest sebagai 

komponen inti sistem pendukung keputusan alokasi dermaga berpotensi meningkatkan efisiensi 

operasional pelabuhan melalui pengurangan waiting time, optimalisasi pemanfaatan dermaga, 

dan antisipasi gangguan antrean kapal. Secara akademis, penelitian ini memberikan kontribusi 

bagi bidang teknik industri dan logistik maritim dengan menegaskan bahwa pemilihan 

algoritma machine learning harus disesuaikan dengan karakteristik operasional spesifik, bukan 

hanya berdasarkan asumsi teoretis umum mengenai sifat data time series. 
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